
Disclaimer

● This talk will be recorded. If you want to remain 
anonymous, please join the meeting from an 
incognito window and keep your video off.

● Clarifications can be asked for right away. There is 
a QA session at the end of the talk for questions 
that are more technical or philosophical.



Fairness
Alan Chan



High-level goal

Be more critical of “fairness” claims



What’s going on?



My position

1. ML can’t (shouldn’t) solve all problems
2. ML can make things worse
3. The harms might not always outweigh 

the benefits



What is fairness in ML?

● Decision D
● Protected attributes A
● Other features X



Examples



Three Aspects of Fair ML

1. Supervised learning
2. Ignoring protected attributes
3. Power is omitted



What else is 
missing?



Scenario 1

● Racialized groups are underrepresented in 
positions of power

● More representative hiring benefits the person 
hired

● More diverse representation has downstream 
effects: e.g., role model effect, better policies



Fairness is 
long-term



Scenario 2

● Affirmative action can help redress and 
prevent harms

● AA explicitly uses protected attributes



Possible objection

But that’s discriminatory!



Substantive Equality



Canadian Charter of Rights and Freedoms



Fairness isn’t just 
formal equality



Scenario 3

● A company develops completely 
“fair” facial recognition tech

● Who chooses that definition of 
fairness?



Fairness involves 
power



Summary

● Long-term consequences
● Substantive equality
● Who has power?



Closing questions

● How do we design systems that take into account 
broader contexts and distributions of power?

● What role can reinforcement learning play in fair, 
dynamic interventions?

● Who defines objective functions, and how should 
they be defined?
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